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1. Introduction

The Nat ional Bureau o f Standards and the University o f New
Hampshire are engaged i n creat ing a p a i r o f inte l l igent
autonomous undersea vehicles based on t h e EAVE-EAST vehicle
design [I]and the NASA/NBS standard reference model control
system archi tecture (NASREM) [2 ] . The pro jec t i s funded by the
DARPA Naval Technology Of f i ce . M a r t i n M a r i e t t a Balt imore i s
providing the environmental and sensor simulator f o r the project ,
and Decision Science Applications the value-driven logic.
Robotic Technology Incorporated i s providing performance
analysis.

The issues being addressed are: hierarchical distr ibuted control,
knowledge based systems, rea l - t ime planning, wor ld modeling,
value-driven reasoning, inte l l igent sensing and communication,
and cooperative problem solving by t w o intell igent vehicles i n a
natural and p o t e n t i a l l y h o s t i l e environment. I n short, the
pro jec t represents basic research on the nature o f in te l l igent
behavior.

The environment chosen for this study i s the underwater
environment o f Lake Winnepausaki. The vehicles are o f University
o f New Hampshire EAVE-East design. I n October o f 1987, two
scenarios will be demonstrated: 1) A cooperative search and
approach scenario, and 2) a cooperative search and map scenario.

The search and approach scenario mimics a deep ocean mission, and
no use i s made o f bottom features. Search techniques will
include various cooperative maneuvers such as f ly - formation,
split -circle -and-rendezvous, leader - fol lower, and high-low.

The search and map scenario mimics a harbor o r coastal shallows
survey mission, i n e i ther fr iendly o r unfriendly waters. I n t h i s
scenario bottom features such as ridges and g u l l i e s will be used
f o r navigation and f o r cover from detect ion by unfriendly agents.
The t w o vehicles will demonstrate the a b i l i t y t o search f o r and
map t h e posit ions o f objects on the lake bottom, t o sense and
plo t t he pos i t ion o f acoustic beacons, and t o perform a number o f
maneuvers r e l a t i v e t o such beacons such as using the bottom
topography t o t'shadow tt t h e vehicles f r o m the beacons so as t o
m i n i m i z e the probabi l i ty o f being detected by act ive sonar



systems located a t the s i t e o f the beacons. Obstacle avoidance
sonar and bottom distance sonar will give the vehicles the
ab i l i t y t o fo l low bottom topographic features such as gu l l i es and
ridges l

The scenarios chosen have are designed t o study, and attempt t o
mimic , both aggressive predat ion and exploratory curiosity. Such
behavioral ac t i v i t i e s are common i n a l l in te l l igent creatures i n
nature, and are par t icu lar ly re f i ned i n humans. It i s w e l l known
that aggression, predation, exploratory behavior, and cur ios i ty
l i e a t t he very r o o t o f intell igence. Intell igent animals not
only exhibit these behaviors, but if we subtract resting,
sleeping, feeding, and grooming, they spend most o f t h e i r t ime
engaged i n such behaviors. Thus, the demonstration scenarios may
be said t o i l l u s t r a t e intel l igent cooperative behavior (including
communication) between intel l igent beings i n an uncertain and
potent ia l ly dangerous world.

There are many advantages t o t w o vehicles. One vehicle can
search an area whi le the other re lays messages about what has
been found. One vehicle can i l luminate a ta rge t whi le another
takes pictures. Two vehicles can hunt i n pa i rs such t h a t wh i le
one moves, the other l i e s still and l i s tens f o r prey. One can
a t t r a c t the prey's attent ion, whi le the other closes i n f o r the
kill. When i n danger, one vehicle can draw at ten t ion t o i t s e l f ,
whi le the other gets away w i t h information. Value driven log i c
allows the value o f each vehicle's survival t o be weighed i n the
balance against the success o f the mission.

Two vehicles also permits research on communication as a goal
d i rected act iv i ty. For example, What information should be
transmitted? For what purpose? and When? When i s the value o f a
piece o f informat ion o f suf f ic ient value t o incur the r i s k t o
survival o f reveal ing one's presence by transmitt ing a message?
What are communication strategies which balance the r i s k against
t h e benefi ts?

How should cont ro l systems be structured so t h a t both vehicles
can behave equal ly intel l igently when they are apart, but one
vehicle i s recognized as the leader o f t h e pack when they are
together? How do they share knowledge acquired by only one?
What if they cannot agree on a strategy? These are deep issues
for software and cont ro l system engineers, part icular ly those
interested in the re l i ab i l i t y o f autonomous systems.

The Nat iona l Bureau o f Standards (NBS) i s pursuing t h i s pro jec t
because o f i t s broad in te res t i n advanced automation, including
intel l igent machine systems. NBS i s conducting research i n
performance measures and in te r face standards f o r inte l l igent
machines i n several appl icat ion areas: including manufacturing,
construction, undersea research, and space telerobotics. This
par t icu lar p ro jec t derives f rom the NBS in te res t i n autonomous
undersea vehicles as members o f t h e class of in te l l igent
machines. NBS i s supplying a hierarchical control system



architecture which incorporates real - t ime planning, world
modeling, and value driven reasoning. The NBS contro l system i s
a prototype f o r a proposed Standard Reference Architecture Model
f o r intel l igent machine systems.

The University o f New Hampshire (UNH) i s involved because o f i t s
i n te res t i n autonomous undersea vehicles, and Knowledge Based
Systems f o r controlling them. UNH i s supplying the vehicles, the
operat ional exper t ise i n autonomous undersea vehicles, and a
Knowledge Based Control System f o r performing i t s own se t of
experiments w i t h in te l l igent control.

The MAW pro jec t has been i n existance f o r about one year, and
represents about 20 person -years o f e f f o r t pe r year.

2. The MAW Vehicles

Figure 1 i s a picture, and Figure 2 a diagram, o f a MAW vehicle.
The MAW vehicles are a der iv i t ive o f t he EAVE-EAST vehicle,
developed a t the Marine Systems Engineering Lab o f the University
o f New Hampshire by Richard B l i dbe rg and h i s associates. MAW i s
gravity s tab l ized i n pitch and r o l l , w i t h thrusters t h a t allow it
t o be control led in x, y, 2, and yaw. It i s a ba t t e r y powered
w i t h t he ba t te r ies Stored i n cyl indr ica l tanks a t the bottom of
the vehicle, and f l o t a t i o n tank on the upper par t o f t he vehicle.
Each veh ic le car r ies three acoustic navigation transponders which
al low it t o measure the range and bearing t o navigation bouys
placed i n the water. The vehicle has a compass, pressure and
temperature sensors, and bottom and surface sounders. I n f ront ,
it has an obstacle avoidance sonar consisting o f f ive narrow beam
acoustic transmitter - receivers. These are arranged such t h a t the
center sonar beam points straight ahead, two point ten degrees t o
the right and l e f t , and two point ten degrees up and down f r o m
the center beam.

The Marine Systems Engineering Laboratory (MSEL) a t t he
University o f New Hampshire has, over the past 11 years, focussed
i t s research e f f o r t s soley on intell igent underwater systems.
This e f f o r t i s manifested i n the EAVE robot system: an autonomous
underwater vehicle (AW) which i s evolutionary i n nature.

The f i r s t Eave veh ic le system was completed i n 1978 and was
tasked t o autonomously fo l l ow an underwater pipeline using
acoustic sensors t o recognize the pipe. I n 1983 the vehicle
demonstrated i t s ability t o acurately f o l l o w a pre defined path
using acoustic transponder navigation. This demonstration was
followed, i n 1984, by the addit ion o f a cav i ta t ion cleaning
device on the vehicle. The vehicle was then programmed t o go t o
a specif ied loca t ion on an underwater structure, attach i t s e l f t o
t h a t structure using docking arms (control led by t h e onboard
computer system) and clean the underwater structure using t h e
Lithium gas driven cleaning system.



I n 1986, two new EAVE vehicle systems were designed which were
s im i l a r t o the or ig inal EAVE vehicle but with grea t l y increased
computer capability. The new vehicles resulted f r o m the in te res t
within MSEL, over the previous f e w years, i n addressing research
issues dealing with the a b i l i t y o f an A W t o have an on-board
decision making capability allowing the system t o accomplish much
more complex tasks where path and task planning and replanning i s
required without human intervention. I n order t o accomplish t h i s
goal, it was necessary t o apply techniques from a r t i f i c i a l
inte l l igence research t o develop a knowledge based guidance and
control iystem; hence the need f o r a more powerful computational
environment. This i n t e r e s t i n developing guidance and c o t r o l
architectures matched the in te res t o f the Robotics Group a t the
Nat ional Bureau o f Standards and a cooperative program was begun
under DARPA sponsorship. The goal o f t h a t program was t o
consider the problems associated w i t h two autonomous systems
cooperating and communicating w i t h each other t o accomplish a
specified task.

The NBS group w i l l in ter face w i t h t h e low l e v e l control systems
o f two EAVE vehicles and implement the higher l e v e l functions
required t o control the vehicles systems using t h e i r RCS (Robot
Control System) software architecture. They will then program
t h i s architecture t o contro l the ove ra l l vehic le systems t o
perform a set o f demonstration mission scenarios which requ i re
t h e two vehicles t o cooperate i n accomplishing a task. The r o l e
o f MSEL i n t h i s program i s twofold. F i rs t , t o build two new EAVE
vehicles and t o complete a l l o f the programming required f o r the
low l e v e l control functions. Secondly, t o continue t h e
developments within MSEL t o def ine a software and hardware
architecture f o r the high leve l functions (s im i la r t o the NBS
e f f o r t ) o f t he vehicle system. The Archi tecture being devloped
a t MSEL [IEEE Paper f o r a reference] d i f f e r s f rom the NBS
architecture i n some ways but i s also very s imi lar i n basic
concept. By working on both o f these systems i n p a r a l l e l itwill
be possible t o compare the two systems and gleen f r o m . . t h e t w o
development e f f o r t s the "best o f both". The r e s u l t o f t h i s dual
e f f o r t will provide insight i n t o the r e a l problems associated
with t h e guidance and control o f an autonomous underwater veh ic le
i n a r e a l world system.

3. THE MAW CONTROL SYSTEM ARCHITECTURE

The MAW control system architecture incorporates a number o f
concepts developed i n previous and on-going robot ics research
programs, including the NASA telerObOtiC6 program [2 ] , t h e DARPA
Autonomous Land Vehicle [3) , t he A i r Force/DAFtPA Intel l igent Task
Automation program [4 ] , t he supemisory control concepts
pioneered by Sheridan a t MIT 151, and the hierarchical control
system developed f o r the Automated Manufacturing Research
Fac i l i t y a t t h e Nat ional Bureau o f Standards [6-81. The MAW
architecture integrates many a r t i f i c i a l intell igence concepts
such as goal decomposition, h ierarch ica l real - t ime planning,
model driven image analysis [9-133, blackboards [14 ] , and expert



systems into a systems framework w i t h modern control concepts
such as multivarient s ta te space control, reference model
adaptive control, dynamic optimization, and learning systems [14 -
171 The MAW architecture framework also readi ly accommodates
concepts from operations research, d i f f e r e n t i a l games, utility
theory, and value driven reasoning [18-20].

A block diagram o f the NBS MAW control system architecture i s
shown i n Figure 3. I n the MAW control system architecture the
task decomposition modules perform real - t ime planning and task
monitoring functions, and decompose task goals both spat ia l ly and
temporally, as shown i n Figure 4. The sensory processing modules
f i l t e r , correlate, detect, and integrate sensory information over
both space and t ime 80 as t o recognize and measure patterns,
features, objects, events, and relat ionships i n the external
world. The world modeling modules answer queries, make
predictions, and compute evaluation functions on the s ta te space
defined by the information stored i n global memory, as shown i n
Figure 5. Global memory i s a database which contains t h e
system's best estimate o f t he state o f the external world. The
world modeling modules keep the global memory database current
and consistent.

2.1. Task Decomposition - H modules
(Plan, Execute)

The task decomposition hierarchy consists o f H modules which plan
and execute the decomposition o f high l e v e l goals into low l e v e l
actions. Task decomposition involves both a spa t ia l
decomposition ( i n t o concurrent actions by di f ferent subsystems),
and a temporal decomposition (into sequential actions along the
t ime l i ne ) .

Each H module a t each l e v e l consists o f three sublevels as shown
i n Figure 4:

1) a planner manager PM

2) a set o f planners PL( i ) and

3) a se t o f executors E X ( i ) .

These three sublevels decompose the input task into both
spat ia l ly and temporally d ist inct subtasks as shown i n
Figure 4.

For each level :

2.1.1 Planner Manager

The planner manager PM i s responsible f o r partitioning the
task command into i spat ia l l y o r log ica l l y d is t inc t jobs t o
be perfonned by i physically subsystems. Each subsystem has



a planner/executor mechanisms. A t the upper leve l s the job
assignment module may also assign physical resources t o the
subsystems f o r each job.

2.1.2 Planners

For each job assigned t o a subsystem, there ex is ts a
planner P L ( i ) and a executor E X ( i ) . Each planner i s
responsible f o r decomposing i t s job assignment i n t o a
temporal sequence o f planned subtasks t o be executed by t h e
respect ive executor.

Planning typ ica l l y requires evaluation o f a l te rna t i ve
hypothetical sequences o f planned subtasks. Each planner
PL( i ) functions by hypothesizing some act ion o r series of
actions. The wor ld model then predicts the resul ts o f t h e
action(s) and computes the value o f predicted result ing
s ta te o f the world. :This value i s computed by an evaluat ion
function which performs a pr io r i t y weighted cost -benefit
analysis on the predicted results. The hypothet ical sequence
o f actions producing the best evaluation i s then selected as
the plan t o be executed by the executor E X ( i ) .

The planning horizon i s defined as the per iod into the
future over which a plan i s prepared. Each l e v e l o f t h e
hierarchy has a planning hor izon o f approximately two input
task t ime durations. Replanning i s done a t cyc l ic
intervals, as w e l l as whenever emergency conditions arise.
The cycl ic replanning i n t e r v a l i s about an order o f
magnitude less than the planning hor izon (or about equal t o
the expected output subtask t ime duration). Emergency
replanning begins immediately upon t h e detect ion o f
emergency conditions.

2.1.3 Executor

Each executor E X ( i ) i s responsible f o r successfully
executing the plan prepared by i t s respective planner P L ( i ) .
If a l l the subtasks i n the plan are successfully executed,
then the goal o f the original task will be achieved. The
executor operates by selecting the f i r s t subtask from the
current queue o f planned subtasks and outputting a
subcommand t o the appropriate subordinate H module a t t i m e
t. The E X ( i ) module monitors i t s feedback input i n order t o
semo i t s output t o the desired subtask ac t iv i ty .

The feedback a lso carr ies subgoal event information and a
t ime o f day clock f o r coordination o f output between
executors a t the same leve l . When the executor detects a
subgoal event, it steps t o the next subtask i n t h e plan.



2.2. World Modeling - M modules
(Remember, Estimate, Predict, Evaluate)

Def: The "world model" i s the system's best estimate and
evaluation o f the history, current state, and possible
future states o f the world, including the states of the
system being controlled. The "world model " includes both
the M modules and a knowledge base stored i n global memory
where s ta te variables, maps, l i s t s o f objects and events,
and at t r ibutes o f objects and events are maintained.

By this definition, the wor ld model corresponds t o what i s
widely known i n t h e a r t i f i c i a l intel l igence community as a
"blackboard " [1 4 3.
The wor ld modeling l eg o f the hierarchy consists o f M
modules which model (i.e. remember, estimate, predict) and
evaluate the s ta te o f the world.

As shown i n Figure 7, t he M modules a t various levels:

2.2.1.

2.2.2.

2.203.

2.2.4.

2.2.5.

Mainta in t h e global memory knowledge base, keeping it
current. The M modules update the knowledge base based
on correlat ions and differences between model
predictions and sensory observations.

Provide predictions o f expected sensory input t o the
corresponding G modules, based on the s ta te o f the
task and estimates o f the external world.

Answer "What is? " questions asked by the planners and
executors i n the corresponding l e v e l H modules. The
task executor requests information about t h e s t a t e o f
t h e world, and uses the answers t o monitor and servo
the task, and/or t o branch on conditions t o subtasks
t h a t accomplish the task goal.

Answer What if?"questions asked by the planners i n
the corresponding l e v e l H modules. M modules predict
t he resu l ts o f hypothesized actions.

Evaluate the current s i tuat ion and po ten t i a l future
consequences o f hypothesized actions by applying
evaluation functions t o current states and t o future
states expected t o resu l t from hypothesized actions.
The evaluat ion functions include a se t o f values
assigned t o events such as vehicle survival, subtask
completion, and information gathered by the vehicles.
They also include a set o f p r i o r i t i e s assigned t o each
o f these values.

The mission leve l p r i o r i t i e s are defined a t the
beginning o f the mission and typical ly are no t changed
during the mission. Task p r i o r i t i e s f o r lower leve ls



are derived from the mission l e v e l p r i o r i t i e s i n the
context o f speci f ic s ta te variables contained i n the
wor ld model.

The evaluation functions thus provide value driven
decision logic 1201 a t several d i f f e r e n t h ierarch ica l
levels. Working together, t h e world model predictors,
evaluation functions, and the planners are able t o
search the space o f possible futures, and choose the
sequence o f planned actions t h a t produce the best
evaluation. The executors are also able t o apply value
driven log ic t o moment by moment behavioral decisions.

2.3 Global Memory

Def: Global memory i s the database wherein i s stored
knowledge about the s ta te o f the world including the
in te rna l s ta te o f the cont ro l system.

2.3.1 Contents o f Global Memory

The knowledge i n the global memory consists of:

a) Maps

Maps describe the spa t i a l occupancy o f t he world. A
map i s a spat ia l ly indexed database showing the
r e l a t i v e pos i t ion o f objects and regions. A t d i f f e ren t
leve ls the maps have d i f f e ren t resolut ion. Resolution
increases a t each successively lower level, wh i le area
covered by the map increases a t each successively
higher level . The maps a t d i f f e r e n t leve ls thus
represent a pyramid structure. Maps may also contain a
number o f overlays. These overlays may indicate values
such as utility, cost, r isk, etc. t o be used f o r
planning.

L is ts

A l l known objects, features, regions, relationships,
and events are l i s t e d i n the global memory database
indexed by name, along with frames containing t h e i r
attr ibutes. Object and feature frames contain
informat ion such as posit ion, veloci ty , or ientat ion,
shape, dimensions, reflectance, color, mass, and other
information o f in terest . Event frames contain
information such as s t a r t and end time, duration, type,
cost, payoff, etc. Recognized objects and events may
also have associated w i t h them confidence levels, and
degrees of bel ievabi l i ty and dimensional certainity.

A t d i f f e r e n t levels, object frames have d i f f e r e n t
levels of d e t a i l and spat ia l resolution, and event



frames have d i f f e r e n t levels o f temporal resolut ion.

2 l 3:. 2

Sta te Variables

The s ta te variables i n global memory are the system's
best estimate o f t he s ta te o f the world, including both
the external environment and the in terna l s ta te of t h e
H, M, and G modules. Data i n global memory i s
avai lable t o a l l modules a t a l l l eve ls o f the cont ro l
system.

Implemention o f Global Memory

Global memory i n the MAW architecture i s no t located
i n a single physical database, but i s distributed over
several computers, memory boards, and mass storage
devices on a VME bus. Global memory is , i n fac t ,
distributed over more than one vehicle. Variables i n
global memory are globally defined, i.e., they may be
accessed (read o r w r i t t e n ) by name from l o c a l processes
running a t any leve l . O f course, t he t ime required t o
access a global var iable i s not the same f o r a l l
processes. For example, i n order f o r a global var iab le
i n vehicle -A t o be read o r updated by a process i n
vehicle -B, the t w o vehicles may have t o rendezvous and
communicate world model updates. This may take many
minutes o r hours.

2.4 Sensory Processing - C modules
( F i l t e r , Integrate, Detect, Measure)

The sensory processing l e g o f t he MAW control hierarchy
consists o f G modules which recognize patterns, detect
events, and f i l t e r and in teg ra te sensory information over
space and t ime. The G modules are s im i l a r t o the.H modules
i n t h a t they a lso consist o f th ree sublevels which:

1) compare sensor observations w i t h world model

2) in tegra te corre la t ion and dif ference over t ime
3) in tegra te cor re la t ion and di f ference over space

predictions

These spat ia l and temporal integrat ions fuse sensory
information f r o m multiple sources over extended t i m e
in terva ls . Newly detected o r recognized events, objects,
and relat ionships are entered by the M modules i n t o the
world model global memory database, and objects or
relationships perceived t o no longer ex is t are removed. The
G modules also contain functions which can compute
confidence factors and probab i l i t i es o f recognized events,
and s t a t i s t i c a l estimates o f stochastic s ta te var iable
values.



4. Functional Levels i n the MAW Task Decomposition Hierarchy

The f low o f commands and status feedback i n the MAW task
decomposition hierarchy i s structured i n t o s i x layers, as shown
i n Figure 3 and 6. High l e v e l commands, o r goals, are
decomposed both spat ial ly and temporally through a hierarchy of
cont ro l levels, each w i t h planners and executors, i n t o strings
and patterns o f subcommands.

Each task decomposition module thus represents a node i n a
command and control t ree, which receives input'commands f r o m one
and- only one supervisor, and outputs subcommands t o a s e t of
subordinate modules a t the next l eve l down i n the tree. Outputs
f r o m the bottom l e v e l consist o f drive signals t o motors and
actuators.

A t each layer o f the MAW architecture a d i f f e r e n t funct ional
transformation i s performed.

Level 1 -- Coordinate Transform/Servo

transforms coordinates from a vehicle coordinate frame
i n t o actuator coordinates. This l eve l also servos
actuator power.

Level 2 -- Dynamic (Pr imi t i ve)

works i n vehicle o r world coordinates. It computes
i n e r t i a l dynamics, and generates smooth
t ra j ec to ry posit ions, ve loc i t ies , accelerations f o r
e f f i c i e n t vehicle manuevers.

Level 3 -- Elementary Move (E-Move)

works i n both symbolic and geometric space. It
decomposes elementary move commands (E-moves) into
strings o f intermediate poses, o r dynamic (primitive)
l e v e l commands.

A6 shown i n Figure 6, each MAW vehicle consists o f
th ree subsystems: pi lot , communications, and sonar. E-
moves are defined f o r each vehicle subsystem.

A p i l o t E-Move can be defined as a smooth coordinated
motion o f t h e vehic le designed t o achieve some
posit ion, or ientat ion, o r "key-frame pose" i n state -
space, o r space-time. The l e v e l 3 p i l o t planner
computes clearance w i t h obstacles sensed by on-board
sensors and generates str ings o f intermediate poses
tha t def ine motion pathways between key-frame poses.

A communications E-move i s a message. The l e v e l 3
communications planner encodes messages into strings o f
Symbols, adds redundancy f o r e r r o r detect ion and



correction, and formats the symbols f o r transmission.

A sonar E-Move may be defined as a temporal pat tern of
sonar pings o r a scanning pat tern f o r a passive
listening beam designed t o obtain a specif ic type of
information about a speci f ic ta rget . The l e v e l 3 sonar
planner decomposes sonar E-Moves i n t o patterns o f sonar
pings and scanning beam dwel l times.

Level 4 -- Vehicle Task

Level 4 works i n object/task space. It decomposes
vehicle commands, defined i n terms o f tasks t o be
performed by a single A W on a ta rge t object, i n t o
sequences o f E-moves, defined i n terms o f vehic le
subsystem actions on aspects, o r features, o f an
object l

The l e v e l 4 planner manager decomposes vehicle tasks
i n t o work elements t o be performed by the various
vehic le subsystems. It also coordinates, syncronizes,
and resolves conf l i c ts between vehicle subsystem plans.

The l e v e l 4 planners schedule sequences o f E-Moves f o r
the p i lo t , the communications, and the sonar
subsystems.

The l e v e l 4 p i l o t planner checks the wor ld model map t o
assure t h a t there ex is ts a t l eas t one pathway between
keyframe poses. From the map, it estimates the cost,
r i sk , and b e n e f i t o f various routes and chooses a path
t h a t maximizes some cost - benef i t evaluation function.

The l e v e l 4 communications planner schedules the
messages t o be sent. It computes t h e value o f each
message, i t s urgency, the r i s k o f ‘.breaking
communications silence, t he power needed t o make the
message heard, and decides if and when t o send the
message.

The l e v e l 4 sonar planner analyses the nature o f the
target , plans scanning patterns f o r passive o r act ive
beams, estimates the value o f taking an act ive sonar
sounding, and compares t h a t against the r i s k o f
breaking silence.

Level 5 -- Group

Level 5 decomposes group tasks i n t o vehicle tasks.
Group tasks def ine actions t o be performed on groups o f
objects by groups o f autonomous vehicles. Level 5
decomposes these into sequences o f tasks for individual
vehicles t o perform on individual objects. The l e v e l 5



route planners use a Group l e v e l world model map t o
compute vehicle t r ans i t times. Level 5 a lso estimates
costs, r isks, and benef i ts o f various vehicle task
sequences. It schedules the actions o f each A W t o
coordinate w i t h the other A W i n the group so as t o
maximize the effectiveness o f the MAW group.

Level 6 -- Mission

Level 6 decomposes a commanded MAW' mission i n t o a
sequence o f group tasks and assigns p r i o r i t i e s and
values t o various group tasks and mission substasks.
Missions are typical ly specif ied by a l i s t o f mission
objectives, p r i o r i t i e s , requirements, and t i m e l i n e
constraints. The l e v e l 6 planning manager assigns
mission objectives t o MAW groups. The l e v e l 6 planner
generates requirements f o r resources such as fue l , and
time, develops a schedule, and sets p r i o r i t i e s f o r each
respective group assignment. It schedules the
ac t i v i t i e s o f the group so as t o maximize the
effectiveness o f t he t o t a l mission.

Real Time Planning i n the MAW Hierarchy

One o f the unique features o f t he MAW hierarchical computing
architecture i s i t s multiple leve ls o f planners. These provide
a unique ab i l i t y t o deal w i t h t he real - t ime aspects o f planning
and task execution. Beacause planning i s done a t each level ,
plans a t any one l e v e l typ ica l ly consist o f less than ten steps,
and hence can be derived r e l a t i v e l y quickly.

Planning i s done top-down. The highest l eve l plan covers the
e n t i r e backlog o f tasks t o be accomplished by the end o f the
mission. A t each lower leve l , plans are formulated (o r .selected)
i n rea l - t ime t o accomplish the next step (o r two) i n the plan o f
t he l e v e l immediately above.

Figure 7 shows an example o f three leve ls o f h ierarch ica l
planning act iv i ty . The ac t i v i t y represented a t the highest l e v e l
i s input t o the top l e v e l H module as a task command. This task
i s decomposed by the job assignment manager and three planners o f
the top H module i n t o three concurrent plans consisting o f four
act ivi ty - event pa i r s each. The f i r s t executor o f the top l e v e l H
module outputs the current subtask command in i t s plan t o a
second l e v e l H module.

A t the second leve l , t he input task command i s fur ther decomposed
by t h e H module into three concurrent plans, each consisting o f
four subtasks each. A t the third leve l , the H module further
decomposes i t s input task i n t o three plans o f four subtasks.

A t each leve l , the f inal subgoal events i n the plans correspond



t o the goal o f the input task. A t each successively lower
level , the planning horizon becomes shorter, and the subtask
a c t i v i t i e s become more detai led and f i ne structured.

The MAW control system always has a hierarchy o f plans i n place.
The MAW vehicles begin each mission w i t h a mission plan, with a
planning horizon t o the end o f the mission. The group l e v e l
always has a plan f o r how t o accomplish the next two steps i n the
mission plan, and so one down the hierarchy. If the mission goes
as planned, each l e v e l o f the cont ro l system will always be able
t o ant ic igate the next subtask, and there i s no need t o pause t o
replan. However, if unexpected events cause a plan a t some l e v e l
o f the hierarchy t o become obsolete, a new plan must be
generated. If a new plan cannot be developed i n time, the rea l -
t ime executor will be without a plan. A condition i n which one
o r more leve ls has no plan avai lable f o r execution can be
described as a s ta te o f confusion. The executor must then
execute some preplanned. emergency act ion unti l the emergency
planner can generate a new plan.

6. Implementation

The MAW contro l architecture i s being implemented on the
computing systems shown i n Figure 8. I n each vehicle, a VME bus
supports high bandwidth communication between sensory processing,
world modeling, task planning, and task execution modules a t each
l e v e l o f the hierarchy. The set o f computing modules i s
par t i t ioned between three separate single board computers so as
t o maximize the use of p a r a l l e l computation. A t w o megabyte
common memory board i s used f o r communication between processes,
and a 800 megabyte opt ical disk will be used f o r mass storage.
pSOS PRISM from I ron ies i s being used as the real - time multi -
processor operating system.

Also shown i n Figure 8 i s the MAW software development and
simulation environment. A va r i e t y o f software development tools,
such as Sun workstations, a VAX 11/785, a micro -VAX, and I r i s
graphics systems, PC's and Duals are being be t i e d i n t o the
development environment f o r code development and simulation.
Translators and cross compilers are being provided so t h a t
software developed i n t h i s environment can be downloaded into the
68020 ta rge t hardware f o r rea l - t ime execution.

The MAW computing architecture can accomodate many addi t ional
computers as the complexity o f t he tasks assigned t o the vehicles
i s increased. I n the future, as v is ion and sonar arrays a re
added t o the vehicles, the MAW computer systems will incorporate
special purpose computing elements, such as pipeline image
processors and vector accelerators. These will physically
in te r face with the control system through the VME bus.



8. REFERENCES

[l]D. R. Blidberg, "Guidance Contro l Architecture f o r the Eave
Vehicle ", IEEE Journal Oceanic Engineering, October 1986.

[2 ] J. S. Albus, €I.G. McCain, and R. Lumia, "NASA/NBS Standard
Reference Model f o r Telerobot Control System Architecture
(NASREM) ", NBS Technical Report ( t o be published)

[3]. J. Lowrie, et.al. "Autonomous Land Vehicle vf Annual Report,
ETL-0413, M a r t i n Mar ie t ta Denver Aerospace, July 1986.

143 John Graham, " Intelligent Task Automation (Phase 11) Sixth
Quarter Quar ter ly Report " , M a r t i n Mar ie t ta Denver
Aerospace, March, 1987.

[5 ] T.B. Sheridan "Supervisory Control o f Remote Manipulators,
Vehicles and Dynamic Processes

g
1. I n Rouse, W.B. (Ed. )

Advances Man-Machine Systems Research, Vol. l., NY J A I
Press, 49-137, 1984.

[63 J.A. Simpson, R.J. Hocken, J.S. Albus, "The Automated
Manufacturing Research Fac i l i t y o f the Nat ional Bureau o f
Standards, " Journal of Manufacturing System, Vol. 1, No. 1,
1983, p. 17.

[71 C. McLean, M. Mitchel l , E. Barkmeyer, "A Computer- -
Architecture f o r S m a l l Batch Manufacturing, If IEEE Spectrum,
May, 1983, p. 59.

[83 J. Albus, C. McLean, A. Barbera, M. Fi tzgerald, " An
Architecture f o r Real -Time Sensory - Interactive Control o f
Robots i n a Manufacturing Environment, " -4th IFAC/IFIP
Symposium Information Control Problems j.2~ Manufacturing
Technology, Gaithersburg, Oct., 1982.

[9 ] M.O. Shneier, E.W. Kent, P. Mansbach, "Representing
Workspace and Model Knowledge f o r a Robot w i t h Mobile
Sensors, " Proc. 7 t h Int. Conf. P a t t e r n Recognition, 1984, p.
199.

[ l o ] W.A. Perkins, "A Model Based Vis ion System f o r Industrial
Parts, " IEEE Trans. -on Computers, Vol. C-27, 1978, p. 126.

[ll]G.L. Gleason, G.J. Agin, "A Modular Vis ion System f o r
Sensor -controlled Manipulation and Inspection, " Proc. 9th
Int. Symposium on Indus t r ia l Robots, 1979, p. 57.



[ 12 ] R.C. Bolles, P. Horaud, M.J. Hannah, "3DPO: Three
Dimensional Parts Or ien ta t ion System, " Proc. of The Int.
Joint Conf. on A r t i f i c i a l Intel l igence, August 1983, p.
1116.

[ 1 3 ] T.F. Knol l and R.C. Jain, "Recognizing P a r t i a l l y V i s i b l e
Objects Using Feature Indexed Hypotheses, " Proc. IEEE Conf.-on Robotics Automation, San Francisco, 1986, p x 5-

[ 1 4 ] A . - Barr , E. Feigenbaum, The Handbook o f A r t i f i c i a l
Intel l igence, (Los Altos, Wil l iam Kaufman, 1981).

1153 M. Brady, et.al., ed. Robot Motion: Planning and Control,
(Cambridge, MIT Press, 1982).

[16] D.E. Whitney, "Resolved Motion Rate Control o f Manipulators
and Human Prostheses, " IEEE Trans. Man-Machine Systems MMS--10, 1969, p. 47.

[17] R.P. Paul, Robot Manipulators: Mathematics, Programming,
I_and Control, (Cambridge, M I T Press, 1981.)

[ l e ] J.C. Crowley, #*Navigation f o r an Intell igent Mobile Robot, "
IEEE Journal of Robotics g@ Automation, Vol. RA-1, No. 1,
1985, p. 31.

[19] George E. Pugh, D.F. Noble "An Information Fusion System
f o r Wargaming and Information Warfare Applications ",
Decision -Science Applications, Inc., Report No. 314, May
1 9 8 1

[20 ] George Pugh, G.L. Lucas, nlApplication o f Value -Driven
Decision Theory t o the Control and Coordination o f Advanced
Tac t i ca l A i r Contro l Systems 11, Decision -Science
Applications,Inc., Report No. 218, A p r i l 1980.





FIGURE 2: A diagram o f a MAW Vehicle.
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